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Models
Additive outlier

yt = γt + ut
ut = φ1ut−1 + φ2ut−2 + · · · + φput−p + εt

Innovative outlier
yt = γt + φ1yt−1 + · · · + φpyt−p + εt

Objective function

min
φ,γ

SSR(ϕ, γ) + p(γ;λ)

γt is nonzero when observation t is an outlier.
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Optimisation: Iteration 0
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Optimisation: Iteration 1
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Optimisation: Iteration 6
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Non-robust ARMA
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Performance: Model estimation

Outlier size: 5 Outlier size: 15
phi: 1

phi: 2
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Performance: Outlier identification

Outlier size: 5 Outlier size: 15
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